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NAVIGATION OF AUTONOMOUS SYSTEMS BASED ON SITUATION CONTROL
WITH DYNAMIC REPLANNING

The solution to the problem of autonomous mobile systems navigation is a complex task, traditionally
presented in the form of solving the sequence of subtasks: perception of information about the environment,
localization and mapping, path planning, and motion control. A large number of scientific works are devoted to the
solution of the listed subtasks. However, existing research does not pay enough attention to the integration of
individual elements of the navigation cycle solutions into a single homogeneous system. This leads to an additional
accumulation of errors in the process of a complex solution to the navigation problem. In previous works, a model
was proposed that provides homogeneous integration, using for this a multi-level structure of representing an
autonomous system's knowledge in the form of sets of fuzzy rules and facts. The five-level model represents the
autonomous system's knowledge of goals, paths, an environment map, strategies, and specific controls necessary to
achieve the goal. To ensure adequate processing of fuzzy rules, a modified Takagi-Sugeno-Kang fuzzy inference
model is proposed. In this work, the previously proposed model is expanded. The model was tested in conditions of
noisy sensor data. A method is proposed for the formation of level 2 rules, which describe an autonomous system's
cartographic knowledge about the environment, using the well-known methods of global path planning. Extension of
the model provides dynamic paths replanning of the autonomous system, using the processing of present knowledge
about existing paths. Such replanning is effective in terms of computational time and independent of the
completeness of the knowledge base of complete paths.

Keywords: navigation, autonomous systems, situational control, dynamic replanning.

Introduction A priori

knowledge

The purpose of mobile robotics at the cognitive
level is solve the navigation problem. Navigation of an
autonomous mobile system can occur with different
initial knowledge about the environment. There are the and
following situations can be distinguished: 1) the envi- Mapping
ronment is known and does not change over time
(known static environment) 2) the environment is
known, but can be changed — obstacles can accidentally
arise in the path (known dynamic environment) 3) the
environment is unknown and unchanged (unknown stat-
ic environment) 4) the environment is unknown and can
change (unknown dynamic environment).

Navigation of an autonomous system can have dif-
ferent purposes: 1) achievement of the target position
(start-to-goal navigation); 2) coverage by the trajectory
of the entire plane of the map (coverage navigation);
3) exploration of the environment; 4) patrolling.
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In work [1], the navigation process of an autono-
mous robot is generally presented and described in form
asacycle (Fig. 1).

As shown in Fig. 1, the navigation process has the
following components: perception of information about
the environment, localization and mapping, path plan-
ning (sometimes called motion planning), and motion
control.

Perception of information about the environment
is the task of reading, processing, summarizing, and
interpreting data obtained from the sensor systems of
the robot.

Fig. 1. The process of navigation
of a single autonomous mobile robot (adapted from [1])

Localization and mapping are two interrelated
tasks that link objects to an environment map (known in
a priopi or self-constructed). The most important case of
localization — self-localization — is the determination by
an autonomous system its own position in the environ-
ment. The role of localization and mapping in the navi-
gation cycle can be different, depending on the amount
of a priori knowledge and the type of available sensory
data. There are some possible situations:
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1) There may be no need for mapping, and locali-
zation is greatly simplified when the environment is
known in a priory and available access to the global
coordinate system (GCS), such as a GPS satellite navi-
gation system, using sensor systems.

2) In the case of a fully known environment and
the absence of access to GCS, the task of self-
localization plays a key role.

3) In a situation of an unknown environment and
available access to the GCS, the task of mapping arises.
In this case, the problem is simplified and solved by
algorithms of sensory data noise suppression. To solve
the problem, sensory systems based on lasers, lidars,
and sonar are used.

4) In the case when the environment map is com-
pletely unknown, and access to the GCS is absent, the
autonomous system is faced with the task of simultane-
ous construction of the environment map and self-
localization on it (SLAM - simultaneous localization and
mapping) [2]. In such conditions, the mapping can be a
self-goal, i.e. the research problem is solved without a
specific goal position for movement. The task of SLAM
is complex because it involves the accumulation of errors
in the process of movement, due to the limited sensor
systems accuracy. To solve it, various techniques are
used, most of which are based on noise suppression, for
example, Kalman filtration and particle filtration [3-5].

Path planning is the task of constructing the opti-
mal, according to a certain criterion, path for the auton-
omous system from the start position to the goal. De-
pending on the amount of priory knowledge, there are
global and local path planning are distinguished. Global
path planning is possible in situations with a known
environment. The task of local path planning is solved
in cases of an unknown environment, using sensor-
based data.

Motion control is a task that is to ensure the passage
of the path without deviations, providing control of the
speed and direction of movement of the autonomous sys-
tem. To solve the problem, control systems with different
controllers are used (PID controller and its variants [6],
fuzzy controllers [7-9], neural network controllers [10],
model predictive control [11]). Of particular importance is
motion control for nonholonomic systems [1]. Many works
are devoted to the study of ways of solving the above tasks,
but not enough attention is paid to the issues of ensuring
the functioning of mobile systems in an autonomous mode,
taking into account the fuzzy and incomplete data about the
environment. Functioning in such conditions leads to the
need to use knowledge about the path in motion control
and to replanning the path based on the situation that is
formed on the basis of data from the robot sensors.

This paper aim is an integrated model of autono-
mous system's navigation that combines a model of sit-
uational control and a model of dynamic replanning of
the path.

Statement of basic materials

Study of a navigation model based on situation
control with a pre-prepared plan. To solve this prob-
lem, the navigation model of an autonomous mobile
system based on knowledge stratification is used as a
basic one [12]. Based on this model, it is proposed to
integrate solutions of path planning, robot localization,
and situational control tasks into a single system with a
homogenous model for representing knowledge about
the path, motion control, and the situation in the envi-
ronment. The levels obtained as a result of stratification
correspond to the knowledge of goals, paths, an envi-
ronment map, strategies, and specific controls necessary
to achieve the goal (Fig. 2). It is proposed to represent
knowledge of each specific level in the form of sets of
facts and rules.
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Fig. 2. Knowledge stratification
of an autonomous system corresponding
to the structure of the knowledge base

The facts are formed on the basis of the data per-
ceived by the sensors of the autonomous system with
subsequent processing by the abstraction mechanism.
The facts have a fuzzy characteristic that shows how the
content of the verbal representation of the situation (pro-
totype) corresponds to a specific set of data from the
sensors of the autonomous system. The fuzzy character-
istic is a fuzzy LR-number with a Gaussian membership
function. Based on the fuzzy characteristics, the confi-
dence factor (cf) is determined [12-13].

The rules have common structure, corresponding to
the modified Takagi-Sugeno-Kang (TSK) model [12]:

Ri' IF event(fi') and
CF_ %! is high and
CF_ %" is high
sat ¢ | (1)
THEN cf _ %) =1,
of B sat fil -1

[of _ 2§ =-1].
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where | — level of abstraction;
fl = i -th fact of | -th level;

cf _ fi' — confidence factor of fact fi' ;

sat ¢1 _ fact-satellite of fact f;', that expresses the

measure of expectation of fact fi' appearance;

CF _ fi' — name of a linguistic variable that fuzzy
represents the numerical value of the confidence factor

cf of fact fi' using three terms (high, low, zero).

The above rule is activated by an event event(fi')
that is generated by the appearance of data from sensors
about features of i -th landmark (LM) of the path, pro-
vided that the current subgoal of movement is achieved,
as evidenced by the activity of the satellite of this fact
CF_*flishigh. A condition CF _*®f/* ishigh

in the rule indicates the current subgoal of the |+1-th
level and associates this rule with the current context
(the rule represents the phase of the current top-level
plan). When activated, the rule changes the subgoal of
I -th level after reaching the actual subgoal of this level
and optionally (when the last subgoal of | -th level is
reached) deactivates the subgoal of I+1-th level

[of _ %" =-1] [12].

For each of the levels shown in Fig. 2, the general
form of the rule has been adapted.

Modification of the TSK model is as follows:

1) A rule in the IF field can have a term

event(fi') . This means that the rule is used by the TSK
inference mechanism if the event occurs: the confidence

factor cf _ fi' of the fact fi' at the current step of pro-

cessing take the value cf _ fi' >¢, and in the previous
step this condition was not fulfilled. When at the current

step no event occurs with the fact £l the rule is not
used in processing by the TSK mechanism.

2)If the sat ¢l

fact-satellite is activated

of _S&fl > ¢ (the current goal is activated), then the
context mechanism pays more attention to identification

of the event event(fi'). This is realized by reducing the

threshold ¢ in the event condition: cf_fiI >e—A,

where A is an experimentally selected constant [12].

For example, for the particular case considered in
[12], the level of the model corresponds to knowledge
about the strategies of landmarks passing is represented
by a set of rules:

Rll—2 IF event(fj,) and
CF _ " fline_out is high and
CF_ fMoving_mark is high

THEN cf _ & fLine_out =1,

sat

cf _ fU _Moving _mark = 1
sat .

cf _ fLine_in =1

12 F event(f| j,e) and

CF _ *fline_out is high and
CF _ fMoving _dist is high
THEN cf _ e out =1

sat

cf _ "y _ Moving _dist = 1
sat .

cf _ fLine_in =L

2

R%— IF event(fj,) and

CF _*fline_out is high and
CF _ fMoving_azim 18 high
THEN cf _ e out =1

sat
cf _ fU_Moving_azim =1

cf _ st fLine_in =1

In the rules, the fact f ;. corresponds to the
reaching of a start-stop line by an autonomous system;

facts-satellites ** fijne oue, ** fline in COrresponds to
expectation of reaching an exit and an entry start-stop
line, respectively; facts fyoving mark fmoving _dist »
fMoving _azim COrresponds to the type of motion control
(by marking, by distance to the obstacle, by azimuth);

o sat sat
facts-satellites ™ fy moving_mark+ U _Moving _dist -

) Moving _azim COrresponds to launching an appro-

priate motion control strategy.

In Fig. 3 for the given rules, the example of a con-
clusion for a model situation is presented. Let us assume
that cf _ f|j,. >¢&, which means that all three rules are

used in processing. As shown in Fig. 3, the values of
confidence factors of the facts, corresponding to the
type of motion control, that need to be applied for the
successful passing of landmark, differ (data noise is
modeled). Based on the initial data, preference is given
to the fact-satellite, which corresponds to the launch of
the motion control strategy based on the distance to the
obstacle.
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Fig. 3. Inference on the TSK model

Cartographic knowledge plays a key role in solv-
ing the problem of path planning. When the environ-
ment map is a priory known, planning a global path is
considered. For this, various methods of global path
planning are used, in particular: VVoronoi diagrams, visi-
bility graphs, artificial potential fields, cell decomposi-
tion, etc. [2]. A significant part of these methods, on the
basis of a known environment map, builds a graph of

possible paths of movement (roadmap), to which search
algorithms can be applied to determine the optimal path
for a certain criterion.

In Fig. 4 shows an example of applying the verti-
cal cell decomposition algorithm to a map of an artifi-
cial environment and the resulting graph of possible
paths of movement (roadmap).

f \ \\ | / | /

a

\ / é::al
\
6 \ 10
A4
b c

Fig. 4. An example of the vertical cell decomposition algorithm: a — the initial map of the environment;
b — decomposition of the environment into cells (the path from the start point to the goal position,
obtained using breadth-first search is shown); ¢ — graph of possible paths of movement

The graph of possible paths of movement in the
proposed model is represented as a set of n fuzzy rules.
General form of such cartographic knowledge in the
form of rules:

Rp" IF CF _ f_y, is high and

CF _ SathMj is high

THEN cf _*®foy gir =1
p=L2,..,n;i=12..m; j=12,..k

In the IF field, the rule contains an indication to a
landmark LM; (in the form of fact f . ) and another

landmark LM j (in the form of fact- satellite * fim; ).

with which the landmark LM; is directly related. Such

a rule can be activated only if the linguistic variables
(CF) corresponding to both facts, describing their confi-
dence factors, take values high. So, the facts placed in
the IF field describe an edge on the graph of possible

paths of movement, and the totality of all pairs of facts
from the IF fields of the set of cartographic rules is an
exclusive list of edges of the graph of possible paths of
movement.

The THEN field contains an indication of the type
of the exit path linking LM; to LM; (in the form of

fact- satellite ** o, g ). This fact-satellite character-

izes the direction of movement, for example, in the case
of movement along a rectangular maze, it can take val-
ues from the set {north, east, south, west}, and in a
more general case, the degree measure of deviation ac-
cording to a certain (global or local coordinate system).
If the rule is activated, the confidence factor of the satel-
lite fact is given a positive value (indicated by +1), the
value of which is determined on the basis of fuzzy in-
ference on the modified TSK model.

Navigation based on situational control with
dynamic path replanning. Earlier, a model of situa-
tional control of the movements of an autonomous sys-
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tem along a path was considered. This path must remain
unchanged for the entire time until the goal position is
reached. Obstacles in the process of movement and a
lack of information about the state of the environment
lead to the fact that the goal position along a given path
cannot always be reached. This requires a dynamic re-
planning of a fragment of the path for achieving the goal
from the current situation (the position of the autono-
mous vehicle and the state of the environment). The
idea of situational control with dynamic replanning [14—
15] regarding the task of navigation of an autonomous
system is considered on the basis of the following con-
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ceptual model. The situation S; is considered as an el-

ementary unit, which is defined on a certain set of fea-
tures. Situations are required to be distinguishable in
pairs according to a certain criterion. From the point of
view of control theory, a situation is a separate state in
the state space, and all possible states define many dif-
ferent situations S ={S;}. Transitions between different
states reflect transitions from one situation to another.

In fig. 5 is shown an example of a state space in
the form of a graph, where each vertex is a separate sit-
uation. Situation S; is the start, S, is the goal.
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The transition from situation §; to situation S; is
carried out by applying appropriate control u; ; or due

to the influence of interference h; j- Let the previously

created path provide for such a sequence of situations
(51,55,5S7,Sg,S11), however, when the autonomous

system was supposed to be in a situation S; according

to the plan, the appearance of an obstacle led to the au-
tonomous system being in a situation S;q; no prelimi-

nary plan for achieving the goal S;; from the situation
S1p was provided. In this case, the autonomous system,

based on knowledge about the environment, must per-
form replanning of the fragment of the path (S;g,S;1) -

The paper proposes to introduce the following
mechanisms into the situational control model based on
a previously prepared plan [12], which was discussed
above:

1. A model is introduced to represent the path in
the form of a sequence of facts-satellites of facts de-
scribing the LM through which the path passes.:

(satl fI sat, fl satg fl Satn f ). (2

For this, a set of statuses is introduced in which

saty f.'

facts-satellites can be, namely i » where k — the

status identifier of the fact-satellite 3 £ . For the first

LM in the path, the status of the fact-satellite is indicat-
ed k=1, for second LM is k =2 etc. For the goal LM

status of its satellite is k = N, where N is the length of
the path in LM.

Let us assume that situations are shown in Fig. 5
are described by facts f!', which are formed on the ba-
sis of sensory data of the autonomous system, then the
path (S;,5,,57,Sg,S1) Wwill be represented by a se-
quence of facts-satellites:
(St g otz f, Al g Saly g Sals ¢ ) and a fragment of
the path  (Syg,511)

t t
(71 £19,%%2 f13).

2. Because of the response time to a situation is
critical for autonomous systems, it is impossible to
check the remaining part of the plan to achieve the goal
at each step of the movement when making control de-

cisions. This operation is shifted to algorithms for pro-
cessing sensory data, which form the values of the con-

will  be represented as

fidence factors cf of facts fi' in (1). A situation track-

ing mechanism based on data from sensors switches the
fact-satellite, which describes the characteristics of the
LM's passage, into a certain status, for example, for a
situation where passage is impossible k =-1. This sta-
tus of the satellite when performing the recalculation of
the confidence factor of the fact-satellite that is the first
in the current fragment of the plan, gives a value that
indicates cf < 0. In this case, the mechanism of replan-

ning of a fragment of the path is started.

3. Replanning of a fragment of a path is a condi-
tional concatenation of chains of type (2) representing
knowledge about possible connections between land-

48



Cucmemu 06pooxu inghopmauii, 2020, eunyck 3 (162)

ISSN 1681-7710

marks in the environment. The operation of conditional
concatenation takes into account the effect of interfer-
ence on environmental situations and the availability of
information about the current situation. The key role in
the reduced computations that must be performed in
real-time during replanning is played by the mechanism
of switching the statuses of the facts-satellites.

4. The situational control mechanism remains the
same as in the navigation model based on a pre-
prepared plan. Its integration with the replanning mech-
anism is performed using the plan presentation model
(2). The knowledge about the paths (the third level in
Fig. 2), which is used by the situational control mecha-
nism, is specified by rules of the type [12]:

4

Rjp IFevent(fyy, )and
CE_ st fLMj . is high and
CF _ ™ froute; is high
THEN ¢f _ % froute ;=1 ®

sat = —
cf _ " fim;, =1
t ‘ '

cf @ fstartl =1,...cf _*® fSta”n_s =L

i=12,...p; j=L2,...,n_r.

In this rule instead of the term

CF_S"‘tfROutej is high, that specifying the path, the

first element of the current plan is used (2), namely

CF _ Satlfj is high . In addition to these advantages in

reducing computing resources, the proposed approach
does not require the storage of all current paths and the
autonomy of the system does not depend on the com-
pleteness of the knowledge base of complete paths.

Conclusions

This paper modified the navigation model of an
autonomous system based on situational control. The
possibilities of situational control in conditions of in-
complete and fuzzy information are expanded due to:

— the modified Takagi-Sugeno-Kang model for
calculating confidence factors characterizing the current
control decision for the current situation;

— the model of dynamic replanning of the path of
movement of the autonomous system, taking into ac-
count the current situation;

— integration of situational control models and dy-
namic replanning of the path on the basis of a single
multi-level structure of knowledge.

The proposed model provides a reduction in com-
putation time, which is necessary for real-time naviga-
tion and expands the situations in which the requirement
for the autonomous functioning of the mobile system is
fulfilled.
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HABIFALISt ABTOHOMHUX CUCTEM HA OCHOBI CUTYALIIMHOIO YMPABJIHHA
3 AMHAMIYHUM NEPENMNAHYBAHHAM MAPLLPYTY

O.1. IBanIOK

Posg’azanna npobnemu Hasicayii agmMOHOMHUX MOOIILHUX cUCTEM € KOMHIIEKCHOI 3a0ayeio, wo mpaouyitiHo
npeocmasniaeEmvcs y 6uenaoi GUPIUIeHH NOCTIO08HOCMI 3A80aHb: CHpULHAMMs IHopmayii npo omouenHs, 1oKatizayis ma
nofyoosa kapmu omouens, nobyoosa Mapuipymy pyxy, VApPAGIiHHs pyXom. Bupiwiennio nepeniuenux sasoamv npucesuena
6eUKA KIIbKiCmb Haykogux podim. OOHAK, ICHYI04I 00CIONCEHHs HEOOCMAMHBO Y8dzu NPUOLIAIOMb THMe2payii piuieHb OKpemux
e/leMeHmi8 Hagieayilinoco YUKIy 8 €OuHy O0O0HOpIoHy cucmemy. Lle 3ymosnioe O0ooamkoge HAKONUYEHHA NOMUTKU 8 X0O0i
KOMNIEKCHO20 PO38 a3anis npobnemu nasizayii. B nonepednix pobomax 3anponoHosano mooenv, wjo 3abe3neuye 00HOpIOHy
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inmezpayilo, BUKOPUCMOBYIOUU O Yb020 bacamopienesy CmMpyKmypy npeocmasients 3HaHb A6MOHOMHOI cucmemu y 8uensioi
Habopie Heuimkux npasun ma ¢axmis. 11 smupienesa mooens npedcmagisie 3HAHHs AGMOHOMHOI cucmeMu npo Yili, Mapupymu
nepemiuents, Kapmy OMOYEeHHs, CMpamezito i KOHKPEemHi KepieHi 6nausu, HeoOXioHi Onsi 0ocieHenHs yini. [nsa 3abes3neuenns
adexkeamnoi 06po6KU HeUIMKUX NPAGUl 3anponoHOBAHO MOOUQikosany mooeis Heuimkozo eueody Taxaei-Cyeeno-Kanea. B
Oanitl pobomi GUKOHAHO POUIUPEHHS paHiule 3anponoH08aHoi Mmodeni. Bukowano nepegipky pobomu mooeni 6 ymosax
3AULYMAEHHSI CeHCOPHUX Oanux. 3anponoHoeano cnocié opmyeanns npagui pieHs 2, wo Onucyiomes Kapmozpa@iuni 3HAHHSI
ABMOHOMHOI cucmemu NPo OMOUEHHs, BUKOPUCTNOBYIOUU 8I00MI Memoou nobydosu nobanvHux mapwpymis pyxy. Pozwupenns
Modeni 3abe3neuye OUHAMIYHE NEPENIaHySaAHHS MAPWPYIY PYXY A6MOHOMHOI cUCmeMU, BUKOPUCTIOB8YIOUU 0OPOOKY HAAGHUX
3HaMb npo icHyroui mapuwipymu. Take nepeniaHy8aHHs € eheKmugHUM 3a NOKASHUKOM YACY OOUUCIEHb MA He3aNeHCHUM 8i0
nogHoOmMuU 6A3U 3HAND.
Knrwuoegi cnosa: nasieayis, asmoHomHi cucmemu, cumyayitine ynpaesuinHs, OUHamMiyHe nepeniany8ants.

HABUTALUNA ABTOHOMHbIX CUCTEM HA OCHOBE CUTYALIMOHHOI'O YNPABJIEHUA
C AMHAMWYECKUM NEPENNAHUPOBAHMEM MAPLUPYTA

A . UBanH1ok

Pewenue npobnemvr Hasueayuu aGMOHOMHBIX MOOUNLHBIX CUCMEM ABNAEMCA KOMHAEKCHOU 3adayell, KOmMopas
MPAOUYUOHHO NPEOCMAGIAEMC 8 GUOe PeleHlsl NOCIe008aAMENbHOCIU N003a0ay. GOCNpUsimue UH@GoOpMayuy 00 OKpylceHul,
JNOKAMU3AYUs. U NOCMPOEHUe Kapmvl OKPYHCEHUs, NOCMPOEHUe MAapuipyma O8udicenus, ynpasienue oOsudxceHuem. Pewenuio
nepevucienHblX 3a0ay NocesAujeHo 00abuloe Koauvecmeo Hayunvlx pabom. QOOHAKo, cywecmeyiouue Uccile008aHus
HEOOCMAMOYHO SHUMAHUS YOCTAION UHMeSPayuu peuleHuli OmOeIbHbIX DIEMEHMO8 HABULAYUOHHO2O YUKIAA 6 eOUHYIO
00HOPOOHYIO cucmemy. Imo obycragiueaem OONOIHUMENbHOE HAKONJeHUe OuUOKYU 6 X00e KOMNIEKCHO20 peulenus npoonembl
Hasueayuu. B npedwvioywux pabomax npeonoscena mooens, komopas odecneyusaem 0OHOPOOHYIO UHMEZPAYUIO, UCHONb3YS OJiA
9020 MHO20YPOBHEBYIO CIMPYKMYDY NpeOCMAsiieHus 3HAHUL A8MOHOMHOU Cucmembl 6 6ude HabOpos HewemKux npasul u
Gaxmos. Tlamuyposnesas mooens npedcmagiien 3HAHUA ABMOHOMHOU CUCEMbL O YeNaX, Mapuipymax nepemewjenus, Kapme
OKPYIHCEHUS, CIMPAMe2UsX U KOHKPEMHbIX YNPAGIAIOWUX 8030€LICMBUAX, He0OX00UMbIX 0151 docmudceHus yenu. /i obecneuenus
adexsamuol 006paboOmMKU HeuemKux Npagusl NPeosioNCeHO MOOUPUYUPOBAHHYIO MOOelb Hewemkoz2o evieooa Taxacu-Cyeeno-
Kanea. B oaunoii pabome 8vinoiHeHo pacuiupenue panee npednodicenHol modenu. Bvinonnena npoeepxa pabomuvl modenu 6
VCIOBUAX — 3AULYMIEHUA CEHCOPHbIX OauHblX. IIpednodicen cnocob Gopmuposanus npasun yYposHs 2, onucwligaioujue
Kapmozpaguueckiue 3HAHUS ABMOHOMHOU CUCHIEMbl 00 OKPYIHCEHUU, UCNONb3YS U3BECTHbIE MEMOObl NOCIMPOEHUs. 2100ANbHbIX
Mapuwpymog  osudicenus. Pacuwupenue moodenu obecneuusaem OuHamuyeckoe nepenianuposanue Mapuipyma OBUNCEHUs
A6MOHOMHOTU CUCIEMbL, UCNONL3YA 0OPADOMKY UMEIWUXC 3HAHUIL O cyujecmeyiowux mapupymax. Takoe nepenianuposarie
AGNAEMCSA IPDEKMUBHBIM NO NOKAZAMENIO BPEMEHU BbIUUCTICHUI U HE3ABUCUMBIM ONl NOTHOMbL 6A3bL SHAHUI.

Kniouesnle cnosa: nasueayus, agmonomnuie Cucmembvl, CUMyayuoHHoe ynpasienue, OUHaMuyecKoe nepenianuposanue.
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